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Propose IFAN: an EBHD Framework for NLP Models
 Users can observe explanations, edit the rationale, give feedback, etc.

Our contribution
INTRODUCTION AND RELATED WORK
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Extend it with a UI and a Management Systems
Monitor improvement, configure models and user access, etc.

Test IFAN on a Model Debiasing Task
We propose feedback rebalancing to contrast model forgetfulness.
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The Final Prototype
METHODOLOGY

Users

Reports: 
- Analyze

- Test
- Monitor

Manage:
- Models

- Datasets
- Users (Rights)
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Interface
METHODOLOGY

● Home

● Documentation

● Feedback

● Report

● Configuration

To the Demo Video

https://www.youtube.com/watch?v=EzC6HI3JwaQ


Backbone & API
METHODOLOGY



User Roles & Feedback Mechanism
METHODOLOGY

Adapters are trained with batches of 
human-highlighted sample segments.



Models love to Forget
RESULTS

● Adapters learn very quickly from 
feedback (especially on strong 
signals).

● Models tend to forget what they 
know, with large drops in 
performance.

● Adding original samples to 
feedback batches mitigates the 
problem (Rebalancing).

Performance on Use Case



Effects of Rebalancing
RESULTS

Without Rebalancing With Rebalancing



Limitations & Takeaways
CONCLUSIONS

● Editing explanations can carry human feedback which is beneficial for fixing NLP 
models.

● As of now we support sentence-to-class and token-to-class tasks 
(other tasks are work in progress)

● No clear optimal choices of hyperparameters for feedback

● Dealing with a large spectrum of models is hard, but is becoming easier.

● In most cases, your model won’t get much better in performance, but is more aligned 
with humans where it received feedback.

● Rebalancing allows integrating feedback with minimal performance loss.
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