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Adversarial Attacks in NLP
INTRODUCTION AND RELATED WORK

This is a great movie. Too bad it is 
not available on home video. POSITIVE

This is a expectant movie. Too bad 
it is not available on home video. NEGATIVE

This is a greatt movie. Too bad it is 
not available on home video. NEGATIVE

Original sentence

Word-level adversarial attack

Character-level adversarial attack
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Defense against Adversarial Attacks in NLP

Character-level attacks               Spell and syntax checkers

Word-level adversarial attacks

Robustness enhancement

Make the model inherently less 
likely to be fooled.

• Adversarial training
• Synonym Encoding Method
• …

Adversarial detection

Build a post-hoc system to detect 
potential attacks and raise alerts.

• Discriminate Perturbation
• Frequency-Guided Word 

Substitution (FGWS)

INTRODUCTION AND RELATED WORK
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Our contribution

Word-level Differential Reaction (WDR):
Logit-based metric to capture words with suspiciously high impact in predictions.

WDR scores are suitable to train an adverarial detector 
It outperforms SOTA techniques.

Prove such detector to have full transferability
Across different datasets, attacks and target models (without retraining).

INTRODUCTION AND RELATED WORK
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Word-Level Differential Reaction (WDR)
METHODOLOGY
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WDR and adversarial attacks
METHODOLOGY
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WDR and adversarial attacks
METHODOLOGY

We expect predictions for adversarial samples to strongly depend 
on adversarial replacements. This is captured by WDR!
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Build an adversarial detector
METHODOLOGY

WDR values are sorted by ascending order 
to ensure a pattern shows up no matter 
which words were replaced.

Training Procedure
Generate Adversarial Samples
Computer WDR scores for all samples
Train the adversarial detector 
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Experimental setup
EVALUATION

To evaluate our defense, we define a set of different datasets, target 
models and adversarial attacks.

Datasets

• IMDb

• Rotten tomatoes                
Movie Reviews

• Yelp Polarity

• AG News

Target models

• DistilBERT

• BERT

• CNN

• LSTM

Adv. attacks

• PWWS

• IGA

• BAE

• TextFooler
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Training a detector model
EVALUATION

Training setup        IMDb / 
DistilBERT / PWWS
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Training a detector model
EVALUATION

Training setup        IMDb / 
DistilBERT / PWWS
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Evaluating generalization
EVALUATION

Training 
Config.

8.89 pp. better on average !!
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Understanding the adversarial detector
QUALITATIVE ANALYSIS

The first 3 WDR are the most 
relevant for the detector. 

Being negative correlates with 
being adversarial.
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Takeaways and Future Work
CONCLUSION

• WDR is extremely good for identifying adversarial examples

• Our pipeline is model-, #classes-, and detector-agnostic

• Out-of-the-box transferability works like a charm

• Expensive to compute (many forward passes needed)

• Would it work against character-level attacks?

• Is it resilient to adaptive attacks? 
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