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INTRODUCTION AND RELATED WORK

Explainability is in High Demand
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INTRODUCTION AND RELATED WORK

SHAP is in Business

Lundberg et
al. (2017)

@® Has become a gold standard

@® Many follow-up methods.

@ Relevance for NLP?
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INTRODUCTION AND RELATED WORK

Our contribution

Identify five research directions inspired by SHAP

Newer methods have focused on different models, data, assumptions, efc..

Review available SHAP-based approaches
How each approach addresses existing issues and to what directions belongs.

Investigate the relevance for NLP applications
Method-by-method assessment + use-case-based recommendations.



INTRODUCTION AND RELATED WORK

Selection Criteria and Previous Reviews

Previous works:

@ Only brief mention of SHAP
derivates

@® Usually between 5 and 9
methods considered

® Relevance for NLP applications
and researcher not addressed

/"

Our Review: <

40+ presented
approaches

Papers already
known to us

+

All papers citing
SHAP

v

Filter out the ones

with less than 15 cit.
(10 cit. for last two years)

v

Consider only papers
introducing new expl.
methods




Before we start...



INTRODUCTION AND RELATED WORK Tl_ITI

Don’t know SHAP yet?

Based on the game-theoretic concept of Shapley Values (1953).

Fairly distribute aWamong a set ochontributing to W.
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7\ . “Clever” avg. of marginal contribution
Shapley Value be (Z) across all possible coalitions.




INTRODUCTION AND RELATED WORK

Don’t know SHAP yet?

\
” . : . . l'l.
@ # of coalitions is exponential: approximations are necessary. |
]|l
@ Solid theoretical foundations, versatile, easy to extend. ) SHAP
[PartltlonSHAP} [ TreeSHAP 1
[ KernelSHAP 1
[ DeepSHAP } [GradientSHAP} [ - ]
Current Output Base Value
0.29 0.5
p = < < <
that wish better Sorry! went I

Sorry! | wish that went better



Our Review



OUR REVIEW

|dentification of Research Direction

(C1)

Shapley
Values (1953)

Different
Inputs l

(CS5)

L-Shapley " A

Improved PASP

Efficiency
| S— Categories overlap:
| Spr A method can belong
SHAP to multiple ones.
Framework (2017)
ConceptSHAP
SubgraphX/> (\
Different Dif[;lrent ASV Different
Models . Scope SAGE
Assumptions
SealSHAP
TreeSHAP Shapr Shapley &
(C2) Flow (C4)
(C3)
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OUR REVIEW

TUT

Approaches Tailored to Different Inputs (C1)

@ Knowing your input allows stronger assumptions. Plain SHAP oversimplifies.

@ Words have strong interactions and their meaning is context dependent.

HEDGE: top-down breaks tokens on
weakest interactions.

GrammarSHAP: bottom-up merges

tokens based on grammar constituents.

A

| wish that went better

'/\ e o5

wish that went better

'/// S\

wish that went better

Multi-level Explanation

This movie was ok. The storytelling was amazing...

This movie was ok. The storytelling was amazing...

This movie was ok. The storytelling was amazing...

11



OUR REVIEW

Approaches Explaining Different Models (C2)

@ Model-agnostic methods are flexible. But stricter model assumptions are a
great recipe for faster, more accurate, and more fine-grained explanations.

(This can be seen already in DeepSHAP and TreeSHAP vs KernelSHARP )
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OUR REVIEW Tl_rn
Producing Different Explanation Types (C4)

@ SHAP is made for local explanations based on feature attribution.

@ The broad applicability of Shapley Values suits also different settings.

| "terrible" "disaster" "catastrophy", ...

SAGE: the version of SHAP for gIobaI | "great", "success", "good!", ... |
explanation (about entire dataset).

) & "funny", "interesting", ...

Caveat: for NLP feature set is huge. £ | |
Trick: group tokens based on relations. %  "cinema’, "theater”, ... |

qg). | "the", "above", "up", ... |

o

G
Honorable Mention ]
ConceptSHAP: SHAP-based method for ]
concept explanations. Unsupervised + >
offers completeness score. Sage Value (Predictive Power)
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OUR REVIEW TI.ITI
Modifying Core Assumptions (C3)

@ Some SHAP assumptions can be at times simplistic and/or restrictive.

Causal Shapley & Shapley Flow:
leverage causal graph and causal ordering
to encode feature dependencies.

More Efficient Shapley Values Estimation (C5)

@ SHAP addresses the unfeasibility of computing exact Shapley Values.
However...

C-Shapley: reduces the number of coalitions
considered by only grouping up tokens that
interact (e.g. adjacent words/nodes)
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OUR REVIEW T|_|T|

NLP Relevance and Recommendations

@ We assess each reviewed method based on availability of implementations,
Suitability for text data, and conceptual complexity.

Tier 1 Tier 2 Tier 3 Tier 4

Ready Off-the-Shelf Adaptable Potentially Applicable Not Relevant

@ Based on our findings, we provide recommendations for NLP use cases

Debugging / Biases? Neuron Shapley Concept Explanations? ConceptSHAP

Causal Dependencies in Data? Shapley Flow / ASV, ..

Need Hierarchical Structure? HEDGE Global Understanding? SAGE
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OUR REVIEW

TUT

l Everything in one table! l
Method Categories Description l;I%P Appllcabl.llty
mplementation
SHAP The original SHAP framework including the methods: Ready Off-the-Shelf
(Lundberg and Lee, 2017) KernelSHAP, LinearSHAP, DeepSHAP, etc. Python
AVA (C5) Combines the explanations of nearest Adaptable
(Bhatt et al., 2020) neighbors to explain a given instance n.a.
ASV (C1) (C3) Relaxes the symmetry axiom of Shapley values Potentially Applicable
(Fryeetal., 2019) to incorporate causal structure into explanations R
BShap (C4) (C5) Baseline approach to facilitate comparison Adaptable
(Sundararajan and Najmi, 2020) between different Shapley value based methods n.a.
C- and L-Shapley (C3) (C5) Efficient feature attribution method that models data Ready Off-the-Shelf
(Chen et al., 2018) as a graph by considering only neighboring features TensorFlow
CASV (C1) (C2) Shapley value adaptation to account for counterfactuals Not Relevant
(Singal et al., 2019) (C3)(C9) by adhering to the Rubin Causal Model n.a.
Causal Shapley (C1) (C3) Computing feature importance on data with (partial) Potentially Applicable
(Heskes et al., 2020) causal ordering using Pearl’s do-calculus R
ConceptSHAP (C4) Unsupervised discover of concepts inherent to the data Ready Off-the-Shelf
(Yeh et al., 2020) and model based on Shapley values PyTorch
DASP (C3) (C5) Polynomial-time approximation of Adaptable
(Ancona et al., 2019) Shapley values in DNNs TensorFlow
Data Shapley (C4) Shapley-based importance attribution method Potentially Applicable
(Ghorbani and Zou, 2019) for individual data instances in the training set TensorFlow
DeepSHAP v2 (C2) (C5) Computes efficiently SHAP values for DNNs with Adaptable
(Chen et al., 2021) an extension to explain stacks of mixed model types n.a.
GrammarSHAP (C1) (C3) Hierarchical explanations for text inputs Adaptable
(Mosca et al., 2022a) based on the sentence grammatical structure n.a.
gSHAP (Cq) Generates intuitive Shapley-based global Potentially Applicable
(Tan et al., 2018) by aggregating local explanations n.a.
h-SHAP (C1) (C5) Hierarchical implementation of Shapley values for Potentially Applicable
(Teneggi et al., 2021) their efficient computation in image data PyTorch
HEDGE (C1) (C3) Hierarchical explanations based on feature Ready Off-the-Shelf
(Chen et al., 2020) interaction detection specifically for text data PyTorch
Integrated Hessians (C5) Extension of Integrated Gradients to explain Ready Off-the-Shelf
3 ) W Gl TR Y 5 Y T SR ATERe I VP TERE e S W O, APy e R Ly USSR A VS Ty o B W y p W g p iy Y
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CONCLUSION

Takeaways and Future Work

@ We reviewed 40+ SHAP- and Shapley-values-based explainability methods

@ !|dentified five XAl research directions + classified each method

@ Relevance of each method for NLP + use-case-based recommendations

Complete summary
in one table!

Method Categories Description TLP Applltﬂbl.]lly
SHAP The original SHAP framework including the methods: Ready Off-the-Shelf
(Lundberg and Lee, 2017) KernelSHAP, LinearSHAP, DeepSHAP, etc. Python
AVA (C5) Combines the explanations of nearest Adaptable
(Bhatt et al., 2020) neighbors to explain a given instance na.
ASV €N (3 Relaxes the symmetry axiom of Shapley values Potentially Applicable
(Frye et al., 2019) to incorporate causal structure into explanations R
BShap (C4) (C5) Baseline approach to facilitate comparison Adaptable
(Sundararajan and Najmi, 2020) between different Shapley value based methods n.a.
C- and L-Shapley (C3)(CyH) Efficient feature attribution method that models data Ready Off-the-Shelf
(Chen et al., 2018) as a graph by considering only neighboring features TensorFlow
CASV €1 (C2) Shapley value adaptation to account for counterfactuals Not Relevant
(Singal etal., 2019) (C3) (C4) by adhering to the Rubin Causal Model na.
Causal Shapley (C1H (CY) Computing feature importance on data with (partial) Potentially Applicable
(Heskes et al., 2020) causal ordering using Pearl’s do-calculus R
ConceptSHAP (C4) Unsupervised discover of concepts inherent to the data Ready Off-the-Shelf
(Yeh et al., 2020) and model based on Shapley values PyTorch
DASP (C3) (C5) Polynomial-time approximation of Adaptable
(Ancona et al., 2019) Shapley values in DNNs TensorFlow
Data Shapley (C4 Shapley-based importance attribution method Potentially Applicable
(Ghorbani and Zou, 2019) for individual data instances in the training set TensorFlow
DeepSHAP v2 (C2)(Cy) Computes efficiently SHAP values for DNNs with Adaptable
(Chen et al., 2021) an extension to explain stacks of mixed model types n.a.
GrammarSHAP (C1) (C3) Hierarchical explanations for text inputs Adaptable
(Mosca et al., 2022a) based on the sentence ical structure na.
gSHAP (C4) Generates intuitive Shapley-based global Potentially Applicable
(Tan et al., 2018) by aggregating local explanations na.
h-SHAP (C1) (C5) Hierarchical implementation of Shapley values for Potentially Applicable
(Teneggi et al., 2021) their efficient computation in image data PyTorch
(C1) (C3) Hierarchical explanations based on feature Ready Off-the-Shelf
PyTorch

(Chen et al., 2020)

interaction detection specifically for text data
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