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▪ State-of-the-art machine learning models are prone to 
adversarial attacks: Maliciously crafted model inputs to 
fool the prediction

▪ Research in NLP still lacks techniques to make models 
resilient against those attacks

▪ We adapt a method from computer vision to detect 
word-level attacks leveraging SHAP
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Results

▪ Leveraging SHAP explanations for detecting adversarial examples works well for 
NLP

▪ Model explanations explicitly encode information to separate attacks from their 
conterpart

▪ Regarding transferability, our results are promising but not sufficient
▪ Future research should focus on performance evaluation against multiple types of 

attacks and models plus generalization across multiple datasets

Conclusion

SHAP

▪ Based on the game-theoretical concept of Shapley 
values

▪ Allows to score the contribution of every word 
towards the overall prediction

▪ Adversarial attacks change characters/words to 
change the prediction. The modified tokens have 
large influence on the predicted class.

▪ The SHAP values for a whole sentence is called a 
signature

Method AG_News IMDb SST-2 Yelp 
Polarity

Metric

Our Neural Network 0.90 / 0.90 0.96 / 0.96 0.75 / 0.75 0.94 / 0.94 F1 score / Accuracy
Random Forest 0.91 / 0.91 0.87 / 0.87 0.77 / 0.77 0.84 / 0.84 F1 score / Accuracy
SVM 0.90 / 0.90 0.90 / 0.90 0.74 / 0.74 0.89 / 0.89 F1 score / Accuracy

SotA Detector FGWS [1] - 0.77 0.63 - F1 score
Other Defenses DNE [2] 0.91 0.82 - - Accuracy

SEM [3] 0.76 0.85 - - Accuracy
ASCC [4] - 0.77 - - Accuracy
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Base-Model IMDb (Test) SST-2 (Test)
IMDb - 0.56
SST-2 0.42 -
Yelp Polarity 0.71 0.66

▪ We outperform the state-of-the-art 
detector and all other defenses

▪ Our detector is in some 
cases transferable to 
other datasets

▪ SHAP signatures of most 
adversarial samples collapse 
into a single cluster

Method

1) Compute the SHAP signatures for the 
unaltered samples

2) Generate adversarial samples and compute 
their signature

3) Train adversarial detector signatures to 
differentiate between adversarial and normal 
inputs.

4) For unseen samples, calculate the signature 
of the input and feed it into the model.


